
_____________________________________________________________________________________________________ 
 
*Corresponding author: E-mail: khateem105@gmail.com; 
 
Asian J. Res. Com. Sci., vol. 15, no. 1, pp. 32-43, 2023 
 
 
 

Asian Journal of Research in Computer Science 
 
Volume 15, Issue 1, Page 32-43, 2023; Article no.AJRCOS.96169 
ISSN: 2581-8260 

 
 

 

 

Auto Encoder Fixed-Target Training 
Features Extraction Approach for 

Binary Classification Problems  
 

Yasir N. S. Alkhateem 
a*

 and M. Mejri 
b
 
 

a 
Sudan University of Science and Technology, Khartoum, Sudan. 

b 
Laval University, Quebec, G1K 7P4, Canada. 

 
Authors’ contributions  

 
This work was carried out in collaboration between both authors. Both authors read and approved the 

final manuscript. 
 

Article Information 
 

DOI: 10.9734/AJRCOS/2023/v15i1313 
 

Open Peer Review History: 
This journal follows the Advanced Open Peer Review policy. Identity of the Reviewers, Editor(s) and additional Reviewers, peer 

review comments, different versions of the manuscript, comments of the editors, etc are available here: 
https://www.sdiarticle5.com/review-history/96169 

 
 

Received: 19/11/2022 
Accepted: 27/01/2023 
Published: 30/01/2023 

 
 

ABSTRACT 
 

The main issues with machine learning-based feature extraction techniques are the requirement of 
extensive domain-level knowledge, experience, and the need to be supported by large amounts of 
data that are sometimes not available. Moreover, it is often difficult to apply domain-level 
knowledge to extract the necessary features for building a machine-learning classifier. Therefore, it 
is significantly important to find and develop feature extraction techniques that depend mainly on 
the training data and don’t require or depend on domain-level knowledge and experience. To 
address these issues for binary classification problems, a novel feature extraction approach, AE-
FT(Fixed Target) for extracting common features using a Deep Belief Network (DBN)-based 
Autoencoder (AE) is proposed in this paper. In this approach, common features are extracted by a 
DBN trained on a dataset sample’s binary using the Fixed Target training approach. 
The proposed common features extraction approach is tested and evaluated on two different data 
sets. For each dataset, the extracted features are used to train seven of the common machine 
learning binary classification algorithms and compared their performances. Moreover, the number 
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of extracted features is very small compared to other existing feature extraction methods. 
Therefore, the proposed common features extraction method improves the performance of the 
binary classification algorithms by reducing the number of features reducing laborious processes, 
and increasing the recognition accuracy effectively. 
The results show that the proposed common features extraction approach, without any domain-
level knowledge or human expertise, provides a very good performance compared to other feature 
extraction techniques. 

 

 
Keywords: Features extraction; deep learning; AE; fixed-target training; common features. 
 

1. INTRODUCTION 
 
With the rapid development of machine learning 
technology, as a binary classification problem 
that helps people to find the law from the 
massive data to achieve the prediction 
effectively, data prediction has become an 
important part of people’s daily lives. Feature 
extraction is a basic and important matter for the 
classification problem because the original data 
contain noise and irrelevant information which 
decreases the classification accuracy.  
 
Feature extraction is about finding a good data 
representation, which is very domain-specific, 
often requires human expertise, and is related to 
available measurements. The primary idea 
behind feature extraction is to compress the data  
to maintain most of the relevant information.  
As to feature selection techniques, these 
techniques are also used for reducing the 
number of features from the original feature set 
to reduce model complexity, and model 
overfitting, enhance model computation 
efficiency, and reduce generalization error. 
Therefore, improve the accuracy of the learning 
algorithm and shorten the training and output 
time.  
 
The feature extraction methods are useful for 
different applications as mentioned in [1], such 
as social science, healthcare, environment,  
agriculture, spam filtering, antivirus technology, 
economics, medical diagnosis, face recognition, 
action recognition, speech recognition, gesture 
recognition, marketing, wireless network, gene 
expression, software fault detection, internet 
traffic prediction, etc. Therefore, the research of 
machine learning algorithms in feature extraction 
problems is a research hotspot in recent years.  
 
The main issue with machine learning-based 
feature extraction techniques is the requirement 
of time, extensive domain-level knowledge, and 
experience as mentioned by Verdonck et al. [2]. 
Moreover, it is often difficult to apply domain-

level knowledge to extract the necessary 
features for building a machine-learning 
classifier. Therefore, it is significantly important to 
find and develop feature extraction techniques 
that depend mainly on the training data and don't 
require or depend on domain-level knowledge 
and experience, and this is our main purpose. 
Therefore, the focus of this paper is on using 
machine learning for common features extraction 
that can be used in binary classification in 
general, that applicable in many fields such as 
spam filtering, antivirus technology, and medical 
diagnosis.  
 

This paper presents the use of denoising stacked 
autoencoders with supervised fixed-target 
training in order to extract the common features 
of the training data that can be used in binary 
classification. The method relies on training a 
deep belief network (DBN) [3], i.e., a deep 
unsupervised neural network implemented with a 
deep stack of denoising autoencoders, in a 
supervised manner to create an invariant 
compact representation of the general behavior 
of the training datasets. In recent years DBNs 
have proven successful in generating invariant 
representations for many challenging domains. 
We used only positive training samples for 
training the common features extractor. Then, we 
used the common features extractor for 
extracting the values of the common features of 
the training samples and used it for training the 
binary classifiers. 
 

In contrast to most existing approaches that 
normally have a separate stage for data 
preprocessing followed by domain-dependent 
feature extraction. We developed a domain-
independent deep neural network framework for 
common feature extraction which enables us to 
easily, without the need for domain-level 
knowledge or expertise, extract features that can 
be effectively used in binary classification 
problems. 
 

We trained the proposed feature extractor,  using 
the binary representation of the datasets, to 
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extract the common features and then used it for 
training binary classification models. In the 
experiments, we used the extracted common 
features to build binary classifiers using seven 
binary classification methods Naive Bayes, 
Logistic Regression, K-Nearest Neighbors, 
Support Vector Machine, Decision Tree, Random 
Forest, and Voting Classification for binary 
classification.  
 
The proposed method, fixed-target training of a 
deep stacked autoencoder, enabled a good 
recognition accuracy, better generalization, and 
more stability than that which could be achieved 
with the other methods. The proposed approach 
achieves 73.50% accuracy, which is so far a 
good result that does not need any domain 
expertise. 
 
The remainder of this paper is organized as 
follows: The next section presents the study 
background, Section 3 describes our proposed 
approach, and Section 4 presents the 
experimental results. In section 5, we discuss 
and evaluate the results of the study and present 
our conclusions in Section 6, while presenting 
some directions for future studies. 
 

2. BACKGROUND 
 
The success of machine learning often depends 
strongly on the success of feature extraction, the 
features used influence the result more than 
everything else. No algorithm alone can 
supplement the information gain given by correct 
feature extraction. So, feature extraction is a 
basic and important matter for the classification 
problem because the original data contain noise 
and irrelevant information which decreases the 
classification accuracy. 
 
There are two broad categories for feature 
extraction algorithms: linear and nonlinear. 
Linear feature extraction assumes that the data 
lies in a linear subspace. Use matrix factorization 
to protect them. On the other hand, in nonlinear 
feature extraction or dimensionality reduction, a 
low-dimensional surface can be mapped into a 
high-dimensional space so that a nonlinear 
relationship among the features can be found 
and easily detected. Theoretically, a 

transformation function f( ) can be used to map 
the features into a higher-dimensional space and 
then mapped back into the lower-dimensional 
space, so that the relationship can be viewed as 
nonlinear. We focus on the nonlinear feature 
extraction algorithms. 

2.1 Kernel Principal Component Analysis 
(KPCA) 

 
KPCA introduced by Scholkopf et al. [4], “is an 
extension of Principal Component Analysis 
(PCA) that allows for the separability of nonlinear 
data by making use of kernels. The basic idea 
behind it is to project the linearly inseparable 
data onto a higher dimensional space where it 
becomes linearly separable”. “Unfortunately, it 
has a serious limitation in terms of space 
complexity since it stores all dot products of the 
training set and therefore the size of the matrix 
increases quadratically with the number of data 
points as presented in” [5]. 
 
Another drawback of the KPCA, however, is the 
cost of computation could be extremely high, 
which could lead to the attendant numerical 
problems of diagonalizing large matrices, which 
limits its applicability in many large dataset 
problems. But, an Expectation-Maximization 
(EM) algorithm for KPCA to overcome these 
drawbacks was proposed in [6], which is an 
expectation-maximization approach for 
performing kernel principal component analysis. 
Experimental results showed that EM is an 
efficient method computationally, especially for a 
large number of data points. 
 

2.2 Locally Linear Embedding (LLE) 
 
Locally Linear Embedding, proposed by Saul et 
al. [7], is a dimensionality reduction technique 
based on Manifold Learning that involves the 
computation of low-dimensional neighborhood 
preserving embeddings of inputs that are of high 
dimension in nature. Manifold Learning aims to 
make a manifold object,  an object of D 
dimensions that is embedded in a higher-
dimensional space, representable in its original D 
dimension instead of being represented in an 
unnecessarily greater space. 
 
“LLE has the ability to learn the global structure 
of nonlinear manifolds like those from images of 
faces or documents of text by exploiting the local 
symmetries of linear reconstructions. LLE has 
been applied successfully in a wide range of 
applications which includes face recognition and 
remote sensing, MRI, shape analysis of the 
hippocampus in AD, diffusion tensor imaging, 
breast lesion segmentation, feature fusion, and 
image classification according to” [8].  
 
LLE is popular among researchers because of its 
ability to deal with large data sets of high-
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dimensional data and its non-iterative way of 
finding embeddings. However, it has some 
drawbacks which include sensitivity to noise, the 
inability to deal with novel data, and the 
inevitable ill-conditioned Eigen problems. Some 
efforts have recently been made to develop 
extensions of the classical LLE. 
 
Supervised and semi-supervised versions of LLE 
were proposed by [9] and [10], respectively, for 
plant classification based on images of leaves.  
 

2.3 Linear Discriminant Analysis (LDA) 
 
LDA is a supervised learning dimensionality 
reduction, feature extraction technique, and 
Machine Learning classifier that was invented by 
Fisher et al. [11]. LDA uses within-classes and 
between-classes measures by maximizing the 
distance between the mean of each class and 
minimizing the spreading within the class itself. 
This is a good choice because maximizing the 
distance between the means of each class when 
projecting the data in a lower-dimensional space 
can lead to better classification results. 
 
“An advantage of LDA is that it is able to use 
information from both features to create a new 
axis which in turn minimizes the variance and 
maximizes the class distance of the variables. 
Although the LDA is one of the most well-used 
data reduction techniques, it has some 
limitations. The small sample problem (SSS), is 
one of the main problems of LDA, which happens 
when the dimensions are much higher than the 
number of samples in the data matrix, LDA is 
unable to find the lower dimensional space 
resulting in the within-class matrix becoming 
singular. Different approaches have been 
proposed to solve this problem”, such as what 
was proposed in [12] and [13]. In addition to the 
assumption that the input data follows a 
Gaussian Distribution, therefore applying LDA to 
not Gaussian data can lead to poor classification 
results. 
 
A semisupervised variant of LDA, which 
performed better than the classical LDA, was 
proposed by Zhang et al. [14] that mainly 
combines both labeled and unlabeled data for 
training LDA and allows using LDA for the 
situation where the labeled data are few.  
 
Application of LDA includes facial recognition, 
text recognition, automatic diagnosis of machine 
operations, early detection of diseases, person 
reidentification, hand movement classification, 

motor imagery EEG, and groundwater redox 
conditions.  
 

2.4. t-distributed Stochastic Neighbor 
Embedding (t-SNE) 

 

t-Stochastic Neighbor Embedding (t-SNE) is an 
unsupervised Non-linear Dimension Reduction 
Technique (NLDRT) that was introduced by 
Maaten et al. [15]. The technique is a variation of 
the Stochastic Neighbor Embedding introduced 
by Hinton et al.[10], whose main objective is the 
construction of probability distributions from 
pairwise distances such that larger distances 
correspond to smaller probabilities and vice 
versa. t-SNE is typically used to visualize high-
dimensional datasets, it works by minimizing the 
divergence between a distribution constituted by 
the pairwise probability similarities of the input 
features in the original high-dimensional space, 
which is modeled using a Gaussian Distribution 
and its equivalent in the reduced low-dimensional 
space, modeled using a Student's t-distribution. 
 
t-SNE makes use of the Kullback-Leiber (KL) 
divergence in order to measure the dissimilarity 
of the two different distributions, as mentioned in  
[16]. The KL divergence is then minimized using 
gradient descent.t-SNE is the most commonly 
used in single-cell analysis. However, it has 
some limitations as mentioned in [17]. The 
limitations include slow computation time, the 
inability to meaningfully represent very large 
datasets, and the loss of large-scale information. 
  

2.5 Deep Learning Approach 
 

The major difference between deep learning and 
traditional pattern recognition methods is that 
deep learning automatically learns features from 
big data, instead of adopting handcrafted 
features, as stated in [18]. Deep learning is able 
to quickly acquire new effective feature 
representations from training data.  
 

In recent years DBNs [3], deep unsupervised 
neural networks, have proven successful in 
generating invariant representations for many 
challenging domains. Autoencoders are feed-
forward DBNs that were first introduced by 
Rumelhart et al. [19]. “They can learn a 
compressed and distributed representation of 
data, which can be used as a dimensionality 
reduction or feature extraction technique. They 
use nonlinear transformations to project data 
from a high dimension to a lower one. An 
autoencoder usually has at least one hidden 
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layer between the input and output layers. The 
number of neurons in the hidden layer is usually 
set to less than those in the input and output 
layers, thus creating a bottleneck, with the 
intention of forcing the network to learn a higher-
level representation of the input as presented in” 
[20].  
 
Autoencoders are typically trained in an 
unsupervised manner, using backpropagation 
with stochastic gradient descent, to approximate 
a function by which data can be classified, as 
mentioned in [21]. For every training input, the 
difference between the input and the output is 
measured (using squared error) and it is back-
propagated through the neural network to 
perform weight updates on the different layers.  
 

Compared with other machine learning methods, 
deep learning is able to detect complicated 
interactions in features, learning lower-level 
features from nearly unprocessed original 
determine characteristics that are not easy to be 
detected. Furthermore, they hand class members 
with high cardinal numbers and process 
untapped data. Unfortunately, if all input features 
are independent of each other, then the 
autoencoder will find it particularly difficult to 
encode the input data into a lower-dimensional 
space. 
 
The advantages are higher discriminating power 
and control overfitting when it is unsupervised. 
On the other hand, there are some bottlenecks in 
deep learning based feature extraction methods, 
time-consuming data pre-processing, domain 
expertise, the need for large amounts of data, 
loss of data interpretability, and transformation 
may be expensive. 
 

There are many other deep learning-based 
feature extraction approaches. A skeleton-based 
abnormal gait recognition approach was 
proposed by Jun et al. [22]. They proposed a 
feature extraction method using the RNN AEs to 
minimize the irrelevant information of the original 
skeleton data. They used two-step training of a 
hybrid RNN and AE-DM model and approved 
that it is more effective than the single-step 
training of the End-to-End model that has the 
same data flow. Ma and Yuan [23] proposed a 
method for extracting features from images 
based on deep CNN and PCA. They used a 
neural network to extract features and a PCA 
algorithm for feature dimension reduction. Then 
they compared the performance of the PCA 

before and after the improvement claim 
achieving memory, and time optimization. 
Moreover,  the SVM classifier accuracy was 
enhanced. Dahouda et al. [24] proposed a deep 
learning-based feature extraction approach with 
a modular neural network, they employed a pre-
trained neural architecture search net (NASNet) 
as a feature extractor on a custom dataset of raw 
copper and cobalt image. Then, they used the 
extracted features to build a deep neural network 
and machine learning algorithms for the image 
classification of copper and cobalt raw minerals. 
However, it is an empirical not an exhaustive 
study, and the data preprocessing was ignored. 
Petrovska et al. [25] used pre-trained neural 
networks to extract features, then applied PCA to 
reduce the dimensionality of the extracted 
features. However, pre-trained neural networks 
were used in both [24] and [25]. Morever, these 
are domain-dependent approaches that work 
only for the specific domain not for binary 
classification problems in general. 
 

The main issue with machine learning-based 
feature extraction techniques is the requirement 
for extensive domain-level knowledge and 
experience. Moreover, it is often difficult to apply 
domain-level knowledge to extract the necessary 
features for building a machine-learning 
classifier. Table 1 shows that all the current 
approaches have the same problems. Therefore, 
it is significantly important to find and develop 
feature extraction techniques that depend mainly 
on the training data and don't require or depend 
on domain-level knowledge and experience, and 
this is our main purpose.  
 

3. METHODOLOGY 
 

In this section, we describe and discuss our 
proposed novel deep learning-based approach 
for common feature extraction, our datasets, and 
training methods in detail. The main question we 
are trying to answer is the following: 
 

 Is it possible to extract the common features 
from the raw binary representations without any 
domain expertise of a given dataset that could be 
used in binary classification? 
 

In recent years, deep learning methods have 
proven very successful in accomplishing 
dimensionality reduction and feature extraction 
tasks in many domains, especially computer 
vision, and cybersecurity according to [26-29]. 
The proposed methodology works as follows. 
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Table 1.  Comparison of feature extraction methods 
 

Feature Extraction 
Technique 

Domain level 
Knowledge 

Data 
preprocessing 

Limitations 

Kernel PCA yes yes space complexity 
LLE  yes yes sensitivity to noise, the inability to deal 

with novel data 
and the inevitable ill-conditioned Eigen 
problems 

LDA yes yes small sample problem (SSS) 
t-SNE yes yes slow computation time 
AE often yes Loss of data interpretability 

Transformation may be expensive 

 
Firstly, training the proposed common features 
extraction model to extract features to use in 
binary classification using various common 
machine learning classification algorithms. 
Secondly, select seven binary classification 
algorithms and use the extracted common 
features to build binary classifiers using common 
algorithms. 
 
Our method uses stacked denoising 
autoencoders for extracting the common features 
of the training dataset that can be used 
effectively in binary classification. The input to 
the DBN has a fixed length, but the dataset 
sample length is variable. In order to represent 
the dataset binary as a fixed-sized vector, which 
would be the input to the neural network, we 
repeatedly pad the sample binary until the 
specified size is met. This process gives better 
results than 0's or 1's padding that the DBN 
learns as a common feature. Then we use two 
different datasets, the IMDB dataset [30] and the 
Enron-Spam dataset [31], to train and test the 
proposed feature extractor for extracting the 
common features and then used for training 
binary classification models using the extracted 
features of the binary representation of the 
datasets. We focus on the top seven most 
common binary classification algorithms Naive 
Bayes, Logistic Regression, K-Nearest 
Neighbours, Support Vector Machine, Decision 
Tree, Random Forest, and Voting Classification.  
 

3.1 Deep Belief Network Fixed-Target 
Training 

 
In stacked denoising autoencoders, first 
introduced by Vincent et al. [32], the data at the 
input layer is replaced by noised data while the 
data at the output layer stays the same; 
therefore, the autoencoder can be trained with 
much more generalization power,                
according to [18].  

Usually, denoising autoencoder training is 
unsupervised according to Vincent et al. [32]. 
The input sample is corrupted by adding noise 
(or more often by zeroing the values). That is, 
given an input S, first it is corrupted to S

^
 and 

then fed to the input layer of the network. The 
objective function of the network in the output 
layer remains to generate the uncorrupted 
version of the input (see Fig. 1-(a)). But in our 
approach, we use a novel supervised training 
strategy, which we call a fixed-target training 
strategy. 
 

In the fixed-target training strategy, we randomly 
select one of the training samples S

^
, fix it in the 

output layer, and for every input S
^
 of the training 

samples, the objective function of the network is 
to generate S

^
, (i.e. we consider all training 

samples as corrupted versions of the selected 
sample S

^
 (see Fig. 1-(b)). So, the “hidden units” 

of DBN compute internal representations 
analogous to the extracted common features.   
 

This training approach works better than 
traditional training. By fixing the target output, the 
network is forced to generalize better and 
determine more high-level common patterns. 
Moreover, the network learns better even when 
few training samples are available. When a 
DBN’s training is complete, we discard the 
decoder layer, fix the values of the encoder layer, 
and use the encoder as the common features 
extractor. In a typical implementation, the 
extracted features may then be used for 
supervised binary classification. 
 

In order to achieve our goal, we create a DBN by 
training a deep stack of denoising autoencoders. 
We use fixed-target training to train a deep 
denoising autoencoder consisting of five layers: 
8,192–2,048–512–128–32. At the end of this 
training phase, we have a deep network that is 
capable of converting 8,192 length input vectors 
into 32 floating point feature values. Note that the 
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network is trained only using the samples in the 
training set, and for all future samples it will be 
run in prediction mode;( i.e., receiving the 8,192-
sized vector it will produce 32 output values, 
without modifying the weights). See Fig.  2. 
 
Our goal is to train the proposed feature extractor 
for extracting the common features and then 
used it for training binary classification models 
using the extracted features of the binary 

representation of the datasets. We focus on the 
top seven most common binary classification 
algorithms Naive Bayes, Logistic Regression, K-
Nearest Neighbours, Support Vector Machine, 
Decision Tree, Random Forest, and Voting 
Classification. The sample’s binary bit string is 
fed to the neural network, and the deep neural 
network generates a 32-sized vector at its output 
layer, which we treat as the common feature 
values of the sample. 

 

 
  
 

Fig. 1.  Comparison between Denoising autoencoder training. (a)-traditional unsupervised 
training, (b)-fixed-target supervised training 

 

 
 
Fig. 2.   Illustration of the common features extraction stages from feeding the sample binary 

to features extraction using DBN 
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3.2 Datasets 
 

We are using two different datasets, the Internet 
Movie Database (IMDB) dataset [30] and the 
Enron-Spam dataset [31], for testing our 
approach. The IMDB dataset, Large Movie 
Review Dataset v1.0,  of highly polar movie 
reviews in the form of text comments on different 
movies and a positive or negative score. This 
dataset contains movie reviews along with their 
associated binary sentiment polarity labels. It is 
intended to serve as a benchmark for sentiment 
classification. The core dataset contains 50,000 
reviews split evenly into 25k train and 25k test 
sets. The overall distribution of labels is balanced 
(25k pos and 25k neg). Furthermore, the train 
and test sets contain a disjoint set of movies, so 
no significant performance is obtained by 
memorizing the movie's unique terms and they 
are associated with the observed labels.  In the 
labeled train/test sets, a negative review has a 
score < 4 out of 10, and a positive review has a 
score > 7 out of 10. Thus, reviews with more 
neutral ratings are not included in the train/test 
sets.   
 

These datasets have been used as a benchmark 
in several research papers on spam filtering, text 
classification, and natural language processing 
as mentioned in [33,34].  Therefore, the results of 
this work are hopefully comparable to other 
similar works within the area, without having to 
account for unique datasets. 
 

3.3 Common Features Extraction Method 
 

As described in the previous section, we use a 
fixed-target training strategy to train a deep 
denoising autoencoder consisting of five layers 
(8,192–1,024–512–128–32). We randomly pick 
one of the training samples as a pivot sample, 
and each time a new input is given to the 
network we put the pivot sample in the output as 
the target. This way, we enforce the autoencoder 
to learn the common features of the training 
samples. 
 

Fixed-target training is essential for the network 
to learn common features in a very small time 
and even when few samples are available. We 
use rectified linear units (ReLU) for the 
nonlinearity function when training deep neural 
networks to diminish the gradient vanishing 
problem and result in faster convergence, as 
approved in [1, 20]. 
 

We build the model using machine learning 
algorithms in the Keras library. Other parameters 
we use are 50 training epochs, a learning rate of 

0.003, a batch size of 10, and no momentum. 
Fig. 3 shows the learning curves, which approve 
the feasibility of our proposed common feature 
extraction approach. 
 

4.  EXPERIMENTAL RESULTS 
 
In this section, we conducted various 
experiments to evaluate the features of the DBN 
AEs for binary classification. First, we compared 
the number of features used in [31, 32] and the 
extracted common features. Then, we conducted 
experiments to show the effectiveness of the 
proposed DBN AEs. Finally, we showed the 
performance of the features of the DBN AEs 
used in binary classification problems, we used 
seven binary classification methods Naive 
Bayes, Logistic Regression, K-Nearest 
Neighbours, Support Vector Machine, Decision 
Tree, Random Forest, and Voting Classification- 
for binary classification. 
 
In the experiments, we trained a deep denoising 
autoencoder consisting of five layers, 8192–
2048–512–128–32, using a Fixed-Target training 
strategy. We used only positive training samples 
for training the common features extractor. Then, 
we used the common features extractor for 
extracting the values of the common features of 
the training samples and used it for training the 
binary classifiers. 
 
In the testing phase, we first extract the values of 
the common features of the sample and pass 
them to the binary classifier for classification. 
See Fig. 4. 
 
We used the training score and test score to 
evaluate our model, the test score  measures 
how well our model learn from our training data, 
while the test score measures the accuracy. 
Higher the test score better the model is 
generalized. The results demonstrate that, with 
proper structure and parameters, the 
performance of the proposed deep learning 
method on common feature extraction is useful 
even in the lack of domain expertise in binary 
classification. 
 
The accuracy results are given in Table 2, test 
samples are 73.5% correctly classified by 
conducting a Logistic Regression classifier for 
the proposed approach with the extracted 
common features of the IMDB dataset. For the 
Enron-Spam dataset, the best results are 
obtained by Random Forest 73.5%. The binary 
classification performances of the approaches 
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are given in Table 2. According to the results, the 
common features extracted by the proposed 
approach give a very good performance for all 

seven binary classification methods. Logistic 
Regression and Random Forest are the most 
effective classifiers for this approach. 

 

 

Fig. 3.  Common features extraction model training and validation. (a)-Accuracy, (b)-Loss 
 

 
 
Fig. 4.  Overview of our deep learning approach for common features extraction, illustration of 
all stages from feeding the sample binary to the Common Features Extractor ending with the 

decision made by the binary classifier 
 

Table 2.  Performance of Binary Classification Methods, trained by the common features on 
IMDB and Enron-Spam datasets 

 

Binary Classification Method IMDB Dataset Enron-Spam Dataset 

Training Score Test Score Training Score Test Score 

Naive Bayes 63.0% 60.7% 63.0% 66% 
Logistic Regression 88.0% 73.5% 87.0% 73% 
K-Nearest Neighbours 87.3% 73.2% 88.7% 73.2% 
Support Vector Machine 67.0% 66.3% 67.3% 67% 
Decision Tree 100% 70.5% 100% 72% 
Random Forest 93.5% 73.4% 93.5% 73.5% 
Voting Classification 85.0% 72.7% 84.7% 73% 
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Compared with other methods, the proposed 
approach fixed-target training of a denoising 
deep stacked autoencoder achieves 73.50% 
accuracy, which is very good for binary 
classification without any need for domain-level 
expertise or data preprocessing. 
 
5. DISCUSSION AND EVALUATION 
 
We use the proposed fixed-target training 
strategy to train a deep denoising autoencoder 
consisting of five layers (8,192–1,024–512–128–
32). We randomly pick one of the training 
samples as a pivot sample, and each time a new 
input is given to the network we put the pivot 
sample in the output as the target. This way, we 
enforce the autoencoder to learn the common 
features of the training samples. Unfortunately, it 
is not easy to find the optimal autoencoder 
structure. 
 
We trained and tested, using two different 
datasets, the proposed feature extractor for 
extracting the common features. Then, we used 
the extracted features for training seven of the 
most common binary classification algorithms  
Naive Bayes, Logistic Regression, K-Nearest 
Neighbours, Support Vector Machine, Decision 
Tree, Random Forest, and Voting Classification.  
 
The learning curves in Fig. 3 approve the 
feasibility of our proposed common feature 
extraction approach. According to the results 
reported in Table 2, the best accuracy values are 
obtained by conducting Logistic Regression and 
Random Forest classifiers. When comparing the 
number of features used, 32 common features 
were extracted using the proposed feature 
extraction algorithm, on the other hand,  3000 
and 10000 features were used in [31] and [32],  
respectively, in addition to the preprocessing 
carried to extract the features used in [31] and 
[32]. However, by applying the proposed 
common features extraction algorithm, it is 
observed that high success rates are achieved 
with very few features and increase the overall 
process performance.  

 
6. CONCLUSION 
 
In this paper, we reviewed past approaches for 
feature extraction and proposed a novel method 
based on deep belief networks for common 
features extraction. Current approaches for 
feature extraction are time-consuming and 
require extensive domain-level knowledge and 
experience.  Therefore, it is significantly 

important to find and develop feature                     
extraction techniques that depend mainly on the 
training data and don’t require or depend on 
domain level knowledge and experience. 
 

Our proposed feature extraction approach, AE 
fixed-target supervised training, extracts the 
common characteristics of the original data and 
minimizes the irrelevant information without the 
need for any domain-level expert or expensive 
data preprocessing. Furthermore, it needs less 
training data and produces fewer features 
compared to other feature extraction techniques. 
Therefore, the extracted features improve the 
binary classification performance. The most 
interesting result of our evaluation was the very 
good performance of our common features 
extension approach using all binary classification 
algorithms tested on both datasets that have 
been used, but further experiments are needed 
to be more confident. 
 

Future work could include examining how to 
improve the accuracy of the proposed                  
common feature extraction method by finding the 
optimal autoencoder structure and activation 
function. Furthermore, examining different ways 
for the pivot sample selection. of course,                                      
we could also look at different types of classifiers 
and use different datasets in different domains. 
One could also see, whether it is useful to use 
the proposed method in data collection; when 
only a few samples are available. Finally, it would 
be interesting to see if the proposed method 
could mitigate the problem of the                               
need for domain expertise and data                          
preprocessing for feature extraction and the              
need for a big dataset to train binary                                  
classifiers. 
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